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Weather Monitoring
Energy 

Weather prediction [1]
Photovoltaic power (PV) Energy management system (EMS)

PTZ camera

Visual Monitoring

All sky camera

• Height

• Shape

• Cover

• Direction
Only cloud or clear sky

Cloud and clear sky

Large volume injection
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Weather Monitoring
Weather network 

Earth Networks [*]

Sky

Camera

Weather Station and camera[#]
[*] Earth Networks: http://www.earthnetworks.com/OurNetworks/WeatherNetwork.aspx
[#] Earth Networks: http://www.earthnetworks.com/Products/WeatherStation.aspx

http://www.earthnetworks.com/Products/WeatherCameras.aspx

: Coverage area
PTZ cameraAll sky camera

or

PTZ camera
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Monitoring 
We use entropy [2] as the cost function

We can know the size and shape of cloud 

Pan

Tilt

We choose action (Pan, Tilt) such that the cost function is maximized using
potential game [3]
We use PIPIP [3] as a learning algorithm

PTZ camera

Entropy 7.51 7.21 4.73 3.12

Approach

We use red-blue-ratio (RBR) [4] as the cost function

Only cloud Only clear skyCloud and clear sky
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・Cloud Detection[4]
The pixel Red-Blue Ratio (RBR)

The RBR of a Clear Sky Library (CSL)

RBR・RBR
Calculate (Red-Blue Ratio) of all pixels

The pixel value of red
The pixel value of blue

Red-Blue Ratio

Because blue sky have high pixel value of blue, Red-Blue Ratio
is low

Threshold
Blue sky 

High

Low

Cloud

Approach

Neural Networks
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Approach

Field of view48

48

Calculate pixel number 
of red within this square

Resource
The more pixel numbers of red the more 
the boundaries between blue sky and cloud

Cloud

Blue Sky

Contour

or

Only cloud or clear sky
Cloud and clear sky
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Approach

1.  Suppose that sky is a curved surface Sky

2.  Arrange resources at an equal interval
3.  Compute the value of cost function 
around resource
4.  Move camera such that the value of 
cost function is maximized

Scenario 

Resource

Overlap
：OverlapCurved surface

Field of view：Use ：Not use

Field of view

Center

Resource

Camera

Resource
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Application of Potential Game
A set of camerasGlobal Objective Function

Utility Function
Pixel number of red around 
resource

A set of resources that cameras 
(except for camera ) use 

A set of resources that 
camera uses

The sum of pixel number around
overlapping resources

The sum of pixel number 
around resources     cameras 
are using

Wonderful Life Utility [5] 

The sum of pixel number around 
resources camera   is using
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Experimental System

PC
PTZ camera

Action

Image Image

Action

PC
OpenCV Learning Algorithm

ActionImage
Value of cost function

Calculating the value of cost function
Image processing

Choose action using Learning Algorithm
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Indoor

Outdoor
Experiment in the roof

Experiment
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Only cloud or blue sky Existing cloud and blue sky
0 Greater than 0 〜

Experiment (Indoor)

Field of view

Field of views are overlapping Cameras are monitoring the place 
that exists cloud and blue skyCameras are monitoring the place 

that exists only blue sky

Beginning Later

Pixel number of red

Cameras monitor widely
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Settings (Indoor)

Arrangement of cameras
Resource

CameraCamera 2, Camera 3

Camera 1

Camera 2

Camera 3

Camera 4

Camera 1 Camera 4
Initial angle
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Action

Learning Algorithm
PIPIP

Exploration Rate

Agent
(PTZ camera) 

Restricted Action Set

Settings (Indoor)

0 500 1000 1500 2000
0

0.05

0.1

0.15

0.2

Iteration

ε

Exploration Rate

Camera 2, Camera 3

Camera 1

Camera 4
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Results (Indoor)

Camera 1

Camera 2

Field of view

Camera 3

Camera 4

Beginning Later
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Experiment (Outdoor)

Field of views are overlapping Cameras are monitoring the place 
that exists cloud and blue skyCameras are monitoring the place 

that exists only blue sky or cloud

Field of view

Beginning Later

Only cloud or blue sky Existing cloud and blue sky
0 Greater than 0  〜 About 200Pixel number of red

Cameras monitor widely
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Settings (Outdoor)

Arrangement of cameras Resource

Initial angle

Camera

Camera
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Action

Learning Algorithm

PIPIP

Exploration Rate

Agent
(PTZ camera) 

Restricted Action Set

Settings (Outdoor)

0 500 1000 1500 2000
0

0.05

0.1

0.15

0.2

Iteration

ε

Exploration Rate
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Conclusion

• Speed-up of processing
Future Works

• Proposing cost function using RBR technique
Summary

• Utility design

• Experiment (Indoor)

• Experiment (Outdoor)
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