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Motivation

M How Animals Realize Real (External) World?

There are many methods to know real world.
- Vision - Sound - Sonic wave etc.
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Then, they must
be aware of rea
world.

* One gpproach (Vision)
Stereo vision
Two eyes are used
to see object at 3D
Reconstruction of
an object pose frol
geometry relation

Position based Visual Servo Cameml n
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Motivation

+ One approach (Vision)
Stereo vision
Two eyes are used to see object at 3D
Shape is important
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A question
All animals have stereo vision?
Some animals not always can
see using two eyes

+ Another approach ( Vision)
An eyeisused to realize externa
world information

Motion isimportant

One visual Sensor is used to estimate
target motion

Visual Motion Observer (VMO)[4] n

H Background

"B Visual Sensor B =0
Now: Camera sensor (visual information)
Advantages
+ Rich information
+ Easy understanding
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Application
* Target tracking * Monitoring

http:/www.security-d.com/cam_watch.html
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Background

"WVisial Motion Observer (VM O)[4]

Rel ative pos Feature points
mfs VWC
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Passivity-based Visual Motion Observer [4]
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Lemma: Passivity
If /2 =0, then the visual feedback system satisfies

:
[ -u'vdr=-p,, ¥T>0
where V, isdefined asv, = K e, and B3, is positive scalar.

‘ ‘Measurable ‘

Proof : p Camera
Use energy function —M RRBM

v=lpd + Sl - lue
(Ree: eg‘eee) ——I Estimated RRBM l_ 5 Fsimaled

[1] M. Fujita, H. Kawai and M. W. Spong, “Passivity-based Dynamic Visua Feedback Control for Three
Dimensional Target Tracking: Stability and L2-gain Performance Analysis,” |EEE Transactions on
Control Systems Technology, Vol. 15, No1, pp. 40-52, 2007.

Topics: Feature Points
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M Previous Feature Points /P l Camera
WO
Multiple point features on b Ocq [ Perspective _@
aknown object are given.[1] Ve ™ BBV > | Projection

@|Feature Points

- Colored circles (four color)
- Feature points on aplane
@ Extraction algorithm
Extraction of each colored circle

Weak Points
- Difficulty of color variation

* Weakness against change of brightness
* Problem about Occlusion
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Reconsideration

Fujita L aboratory

Topics: Feature Points

B Reconsider ation about Feature Points
@Addition of feature points @)
- 3D feature points \lo
Example : the control of quad copter

- Letters ( ex. Alphabets, Numbers) A 2 g:&gmﬂf

@Extraction from target object
- Point based Methods
- Speeded-Up Robust Features(SURF)  etc.

+ Edge based Methods

+ Shape based Methods ;
- Snake (Detection of object’s shape)
- Extraction of contours
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Planar
structure

Circle

Result : Movie
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Face Detection Ball Features

Speeded-Up Robust Features

Snake and Optical Flow

Sorry!
There are no movies
to watch

_ﬂmmm

Good Points and Weak Points
Method E>_<tr_acti on E>'<tracti on|Implementation | Accuracy of

Difficulty | Time[ms] | to VMO VMO

Ball Features A 60 > Finished A

Snake A~x | Over200 | Inreview (A~ x)

SURF O~A | 124~40 Finished A

Face Detection | O~A 100~80 | To be prepared (A)

Optical Flow O~ x 100~80 | To be prepared (A)

Colored Circle | O~A 60 Finished O~A
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Note : Self review
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Topics: Optical Flow
" Optical Flow
Optical flow is areliable approximation
to two-dimensional image motion
Estimation of the displacement
field between two sequence images
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It issimilar to ahuman eye

Detail
Extraction of apixel displacement in aimage sequence
Then, the differenceis cal culated

The value of adifference vector
is movement of apixel f = (u,v)T.’
v

- d s (X VI X
f=—"Ff=,v) =
dt ( ) (YJ Pixel -
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Application to Visual Motion Observer
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B Phase Lead Compensation
Optical flow : Extraction of a pixel displacement in aimage sequence
Camera

d T —
f=2 o) = E =
& (uv) =(x,y) e va’c_)l;'_)D ;

X

We can use feature points position f

and their velocity f S
Thisleads to phase lead compensation

Problem in these days

* Image processing timeislong : over 100ms —~— A
Same problem occur[ 8]
J

Consideration about particular area

» Miss calculation because of extraction miss @ — -
Feature works
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3D Target Motion Model
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Hl VMO Integrating I nternal Representation
of 3D Target Motion Modél [5]

RRBM Model
with Target V
G40V, Gy + BeoVio — ool
Object velocity model
c.f. RRBM R ;
Y0 = ViGoo + GooViuo Estimated RRBM I 5 I e
Expansion \VAi =
Phase lead compensation p— u
. . . Estimated i
to increase gain margin Body Velocity Model [T

f' RRBM Model
/ ? with Target

Model
[5] T. Hatanaka and M. Fujita, “ Passivity-based Visual Motion Observer Integrating Internal Representation
of 3D Target Object Motion,” Proc. of the 2012 American Control Conference, Montreal, Canada, 2012.
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Addition of featurevelocities
zn Td(yolnsnmeuiTechndagy

W Per spective PrOJecnon
(Pinhole CameraModel )  nmage plane

Addition of feature velocities

Tokyo Institute of Technology

B The Relation between the Actual Featur e Point
and the Estimated One

0 -a a
— o) 5 (B A Pee al|=/a 0 -a
|: :| |:ch Previ K[4] Featnre point Ps — P :[Rco _R:o(Raopci) ] |: :| !
: revious work[4] \” P ) e(R.) L, -a, a 0
P |:f' :‘ i X = Zc. % [ A 0 ﬁxc, Esimated @ :{ E’ee )}
X Fieatmre pok S Error Vector °©
i "z yc. T S 2 | (o — 1, _ &R
il %y 2 Ye i H fi—f o A4y, (Ps—Ps) 0. =R.(p—p)
— e 5 = 2 \4
M | mage Jacobian with fei = fj -f— J LS e Zi eR(&e)z%(&e_ R*T)
_ Time Differential Form fo=1- f|—> Previouswork[4] in detail 3
f, of of of -P | consider same numerical method ] S
v ci -
; = f(ps. Po) = [a EY a} } to calculate Py — Py Py f="Ff-f Dr)l:l_ e
R X Yei Z X =R g =3 pcn € — — e
f, Previouswork[7]  Next, Derivative Py — P [2 . e e Pe= P P
Addition of Feature Velocities Addition of Feature Velocities
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) ) o Vv o vV
Body velocity of the target object : V,, = 0 0 Observer Input : U, = 00

Camera (fixed) . p
pci = gco poi Clj:> pci = gco poi = goovwo|: 0I:| R:ow pDI + R:o

a ( gco == wcgco + gcovwo = gcoVAwo>
Cameramodel (fixed) Ip, . _
Ps = G0 P dl:,’> Ps = 0P = gmue{ 1} Ro®@ P + RV

a ( joo == mjw + gcoae = goov’\wo)
From these equations, R _
pc| Roow Py + RV— (me Py + Rmv) Eliminate actual rotation

=R {(R.o-1)p, +RV-V} (R, =R,'R,)
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=P = Ro{(Red0=1)py + RV =V} )
= Rw{(Reew w&e)pm +a)Reep0| Poi +(Raev_\7_wpee)
topg}
B Kinematic Model of Estimation Error

Voo—tig. tgV. =@ V[Re Pal [Re Pud v
e eJee eeVwo o ol o 1 0 110 o
V,, =—0p, —V+RV 0, v,

e el S R

V,, and @, seem to be variables |:> Add to estimation error

e {%?&Z)}
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Addition of Feature Velocities
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M Kinematic Model of Estimation Error
Vee=_5pee_v+Reev AV Oy Ve
. =—wR_+R.& 10 o0
pci - éci = Ro{&)m poi +5Ree poi _wpoi t Ve + Epee}

R P - (Rup. ) (R v - o)
Pee

b -5 =Rl -(Ro.)Ys iy eR(Ree)
“ba—Ps=R& ~(RuP)E | —By]
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Addition of Feature Velocities
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H The Relation between Feature Points on Image Plane and
Them in Space

fxi
fy {af o af} {pp}
f.xi aXci ayci azci X =R 2y =2 pci - f’d
fyi
EC B 00 o0
Z Z
o A A o9 0 o |
_ . Zci ) Zci ) pci - pci:|
_%72‘; 0 _%7)(02“4_ 2/172‘3'3)(9' 7& 0 _LXC; L pci - r)ci
2 A A & zZ,
Az, Ay 24z, A
0 28 M, FVa o 2 D
I ' oz 1 R Y

Addition of Feature Velocities
B | mage Jacobian of thei th Feature Point oies e
*i 0 —/};Xg 0 O 0
¢ Z z
. 0 —i —/}chi 0 0 0
fol Z .
ol |- 2% %, | 203,% A A%,
X _772,:2 0 —fXZ_F fcsxm i 0 _77Xcz
fyi Z . Zrsi Z.ci Z; Z,
Az s | 24234 A Vs
0o G Bk o 2 2]
% % Z‘j Z; Z; i
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—5 _(Ropo')/\é I _f)m_ 0 0 Ro 0 Ve
0 0 0 R @

L ee
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Image Jacobian with Feature Velocities
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M Previous Work[4] Passivity : O

fo="f-f e, Proof : Use energy function
—_— T — 1 1
x V=l 45 -R)

e :{ Pee } Observer Input
&(R.) u,=—-K(-e)=Ke,

B ThisWork with Feature Velocities

Passivity : not proven yet

fo=1- f e,
ﬁ
f=f—f > E)‘* ) Observer Input
é ’
e = € (Re Continued : Feature work
V&

W
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Progress and Feature Works
M Progress
Reconsideration about feature points O\ o

- 3D feature points
+ Speeded-Up Robust Features(SURF)

Consideration about optical flow
It continues to Y uta’s bachelor thesis

M Feature Works
+ Exploration of image processing methods for VMO
- Shapebased - Pointsbased - Timeseriesbased etc.
- Efficient analysis of image processing methods on VMO
* Robust feature points for VMO
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Thank you !
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Appendix
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Extension of Speeded-Up Robust Features
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"8 Increment of Target Information
Previous Work Feature Work

1 target image + 1 cameraimage More than

2targetimages+ 1 cameraimage

H More Robust Image Processing
- Extraction of more robust features
= Increase of matching feature points

- Transformation from feature points
to obvious form (ex. rectangle ...)

Tokyo Institute of Technology

Estimation Error
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fl_ 1
S )
fo=Ff-f= z 2 e R
¢ ' F N : The number of feature points, N> 3
n~ 'n

2 \\
eez(peT,e;(efg)) eR®
Pseudo Inverse of image jacobian J'

A kind of least squares method from f, e R*" toe, e R®

When the number of feature points N change, the answer of
least squares method is different in spite of accurate data.

Main problem of oscillatory estimation error ?
Tokyolnsituteof Techoley w




