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Purpose of this paper

» Game theoretic approach

» Consensus Modeled as Potential Game
Spatial adaptive play

Restrictive Spatial Adaptive Play

» Simulation and application
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Review of definition
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P = {Pl,--- ,Pn} Group of players |

. . N 1
Interacts with neighbors N

consensus
a, =a, =+ =a, a,; :Saeofplae P,

General consensus algorithm &, (t+1) = Z:a),j Ba;®
p;eN; (t)

L .

@; relative weight

Timevarying directed graph G (V , E (1)) '.';, \
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Purposeof this paper
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E Cooperative Control and Potential Games}

Jason R. Marden® Gilirdal Arslan Jeff S. Shamma®

Little research of gamesfor cooperative control

Estalblish arelationship
between cooperative control and game theory
1. Model the consensus problem as a potential game

2. Learning algorithm for potential game
3. New class of games “ sometimes weakly acyclic game”

x)
Theoretical consensus accommodate obstructions
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Game theor etic approach
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Global objective function

Local objective function / l \ \
gots @ @ @ @

A, Acdionset A =T] A, :setof joint action

pic p
a_; = (a;,a,, - ,a,_,8,;, ,a,)
mmm==) jointacion a=(a,;,a ;)

Local objective function U - A—> R

1. Designing the player objective function
2. Learning dynamics (repeated game)

(ex)single stage memory dynamics
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Control design

Potential game
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Global planner 9 A > R
(potential function)
aligned

Player’s objective function
(ai“' a—i) - U i(aili a—i)
= ¢i(ai”’ a—i) - ¢i(ail’a—i)

Changing in the player’'s objective function

Changing in the potential function

U

Tokyo Institute of Technology




Nash Equilibrium
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Foraiplayes p, € P

U,(aj,a’;)=mx U (a,,a})

BE) a € A ispureNasheguilibrium

In potential games
any action profile maximizing the potential functionisa
pure Nash equilibrium

Exists at least one such equilibrium

There may also exist suboptimal pure Nash equilibrium

\—> Don’t maximizing the potential function
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Consensus Modeled as Potential Game
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1. Establish global objective function that captures
the notion of consensus

[ = 2,

o(a)=-y 3 B

pie ppj;e Nj

B j(a) =0 a, = =a,

o0
Player'sactionset & ; — Location that aplayer could select

Potential game' s graph - Time—invariant and undirected

Fujita L aboratory
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Consensus Modeled as Potential Game
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2. Assign each player an objective function
U, (a) = ¢(a)uwyxbkl

Require to observe the decision of all players

- May beinfeasible
second approach

Captures the player’s marginal contribution to the potential function
U.(a)= - z Hai - ajH
pje N;
Wonderful life utility (WLU)
Only depend on the Neighbor’s n

first approach

claim
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Claim2.1
Player’s objective function v ()= - ¥ | - 2, congtitute a potential
game with the potential function 4. - - HziH

preppiE N,

(Time-invariant interaction graph and undirected)

(Proof) ¢ (a)=-> ¥ ”612731”
pic pPpjeN,;
undirected la, - a,"
) 9(a)=- ) [a-3]- X ; not depend on i
pieN; Pi#p Pke N \p;

actionchange P ; : ail — a i2
U,(a?,a_)-U, (al,a )= Z—“aiz—aj“+“a}—aj“
Time-invariant ) (a!

Sl L R Al

PP PEN\py 2
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attention
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Consensus point
mm=)  Nash equilibrium of the game characterized by the

* Player's objective functionu (a) = - ¥, |ja, - a ||

Afc A
- set of Consensus point T set of Nash equilibrium

\

Learning algorithm
Guarantees probabilistic convergence to a pure Nash equilibrium
that maximize the potential function

Spatial adaptive play

Probability distribution

oF (t) e A ( Ai ) ﬁe?ftﬁgost;tab'i&ydistribution

gep]_ Randomly choose one player FI’
(Another player do a same action)

step2 According to p('[) , player FI’ randomly select
an action .

P& (t) = exp{ U, (a,a;(t-1))}
TS el AU (&, (- D)}
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Spatial adaptive play

p'a, ('[) — eXp{ ﬂU i (ai A (t _1))}
I ZagAieXp{ ﬁui(gi’a—i(t_l))}

:B =0 - P selectany action @ ; with same
probability
f - =3

Action a ; that satisfy
{ai € A :Ui(aiia—i (t_l)) = Tgxui(ai"a—i (t_l))}

has high probability
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Spatial adaptive play
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Repeated potential game with SAP

‘ The stationary distribution &

el fo(a))
O = s ot po @y M

(After largetimet, 4 (a ) equalsthe probability that a(t) = a)

) All the weight of £ ison thejoint actions
B — that maximize the potential function

If all players update their actions using SAP with large 3, then the

Players will reach a consensus with high probability
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Restrictive Spatial Adaptive Play

Issue of SAP = Permit any action in its action set
=—> From mobility limitation , it'simpossible

<€——— Restricted action set R (a (t-1))

Restrictive Spatial Adaptive Play

gep]_ Randomly choose one player I?
(Another player do a same action)

g_‘epZ Player FIJ selectsonetrial action é_i
from R (a,(t-1) -z =max,,|R(a)|

Prla =a]=1/z , aeR(a(t-D)\at-I

Prig =a (t-1]=1-(R(a(t-1)-1/z P
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Restrictive Spatial Adaptive Play

step3 Player P choosesitsaction at timet.

Prla(t)=a]=
eXp{ ,BUi (é1 A (t _1))}
exp{ AU, (&, a; (t-1))} +exp{ U, (a(t - 1))}

—> Choosetria action

Pria (t) =a(t-1)] =

exp{ pU, (a(t -1))}
exp{ fU; (&, (t—1))} +exp{ AU, (a(t - 1))}

—> Don't move
w
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Theorem

Theorem
Consider afinite n-player potential game with potential function ¢

If restricted action set satisfy
a’e R (al) & ale R (a?) (Reversiility)

ad afe R (af"') (Fesibiity)

then RSAP induce a Markov process over the state space A
where the unique distribution i€ A(A) is

el o (a))
HO = 5 ok o (@)
w
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pr oof

(Proof) show wu (a)P, = u (b)P,

P, = Pr[ a(t) = bla(t-1) = a]
(a =b_,a #b ,be R (a)

k Player FIJ is chosen with probability 1 / n {

’Trial action éi is chosen with probability 1 / z; ‘

Hu@)P, =
exp{fg(a)} 11 exp{ U, (b)}
D &P B (2)} Nz exp{ fU,(a)} +exp{ fU; (b)}

- exp{ AU, (8,2, (1-D)}
PO =41= o050, G .a, (1)) + el AU, (at D))
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pr oof
_ 1 @/n)(1/ z)
.. A&XP{Bp(2)} exp{ BU; (a)} +exp{ AU, (b)}

—>  u(a)P, = Aexp(fp(a) + U (b))

Potential game—> U ,(b) -U ,(a) = ¢(b) — ¢(a)

$

u(a)P,, = Aexp(Bo(b)+ U (a))
mm) 4 (a)P, = u(b)P,
_HM

Conclusion of RSAP
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All players adhere to RSAP in consensus problem
(interaction graph is Time-invariant and undirected)

v

1.Player’s collective behavior will maximize
the potential Function with high probability.

2. interaction graph is connected and consensusiis possible

player’ s actions constitute a consensus with high probability
even in an environment filled with non-convex obstruction

_amm
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Consensuswith obstruction Sensor Deployment Problem
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source
mobilenodg  °P/et

R '~

Restricted action set

_EM

RSAP  B=t/70
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Positioning the intermediate nodes to minimize

iee the total transmission power

Power of transmitting information from B to P

e(aivaj):%"'azHax _ajH2

object mmE) minimize X, 2. &3.a)

RePPeN,

l equivalent
maximizing ¢ (a) = = >, > ||ai - aiHZ

pie ppje N

Equivalent consensus problem
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Sensor Deployment Problem

objective function
U (a)=-25% ||ai - aj”2

e N
Do SAPor RSAP
‘ The stationary distribution 4
opl S0 (3, Aca

#R) =50l fo (@)

P — o stationary distribution is placed on action profiles
which maximize the potential function

- Action profiles represent minimum power allocation

_am
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Sensor Deployment Problem

i HHEE - HEE
HEEH s R R SR )

Thereis no obstruct in the path

2
e(a.2)=[a -2 ea.a)=|a -a,
B=1+1/300 Thereis obstruct in the path
e@.2)=13a -a
£=1+t/300

Interaction topology is fixed
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Dynamic sensor coverage
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Mission space S

object
To allocate sensors across a given space
Density function

V()20 Y V(9=1

Sector s

Actionset A =S
|s-al<r < p(sa)>0 ‘

Probability of detecting an event in sector s
P(s,a)=1-[]l1-p(sa)]

Pep

¢(a) =2 V(s)P(s,a)

WLU Ui(a)sezs¢(aivafi)_¢(aiovafi)
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Dynamic sensor coverage
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u i(a) = ¢(aira_i) - ¢(ai0’a—i)
Sensor can evaluate utility function using only local information

Simulation result
RAP £ =0.6 6: 6 radius sensor  6: 18 radius sensor

L range restricted action  6: 12 radius sensor

Ercihon o1 D Pt cra e

[ g

P}

CHpetm Pretin

=

Sensor configuration Potential function a
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Dynamic sensor coverage
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P(s.a)=1-[]1-p(sa)l

4(a)=3 V (s)P(s.,a)

u i(a) = ¢(aila—i) - ¢(ai01a—i)
Sensor can evaluate utility function using only local information

@

Communication range is needed
atleast r, +maxr

to calculate utility function
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