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Introduction

Cooperative Control
• Cooperative control is a distributed control strategy that achieves 
specified tasks in multi-agent systems. 
• It’s been motivated by interests in group behavior of animals, 
formation control of multi-vehicle systems and so on. 
• It is hoped to be applied to sensor networks, robot networks and 
many other multi-agents systems. 

School of Fish
http://www.yunphoto.net/

Automated Highway System
http://www.its.go.jp/ITS/ 4
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Introduction

Cooperative Control
• Consensus Problem 

flocking ( leader following)

: to reach an agreement regarding a certain quantity of interest 
that depends on the state of all agents.

• Flocking Problem 
: to make all of agents’ speeds be the same. 

• Coverage Problem
• Formation Control Problem

:

In cooperative control problems, we 
assume that agents can get 
information of only thier neighbors. 

distributed control
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Introduction 

Pose Synchronization in SE(3) [1]
• Pose synchronization in SE(3) means that all of the agents’
positions and attitudes become the same. 

• Consensus problem[2] and a kind of flocking problem[3] are 
included. 
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Introduction 

Pose Synchronization in SE(3)
•Information of neighbors’ relative positions and attitudes is necessary.

How can we know relative positions and attitudes between each agent ?

Visual Observer [4]
•Visual observer that is proposed in [4] can 
estimate relative positions and orientations 
between camera and target objects. 

visual observer



2

7
Fujita LaboratoryTokyo Institute of Technology

Tokyo Institute of Technology

Introduction 

- Our goal is realize the autonomous agents system by applying 
visual observer to mounted camera fonguration. 

Mounted / Bird’s Eye Camera Fonfiguration

mounted camera fonguration

bird’s eye camera configuration

- Each agent can have  its own “eyes”. 
autonomous agents system

• Mounted camera (local camera) configuration

• Bird’s eye camera configuration

- To make the problem easier, I applied 
visual observer to bird’s eye camera 
fonfiguration at first. 
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Introduction 

Last Seminar(FL07_27_2)
•Proof of the position synchronization (bird’s eye camera configuration)
•Simulation analysis (bird’s eye camera configuration)

This Seminar (FL08_01_1)
•Experiments (bird’s eye camera configuration)
•Proof of the position synchronization (mounted camera configuration, 
under some assumptions)
•Simulations towards experiments(mounted camera configuration)
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Problem Formulation (review)

•Agents’ Kinematics
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3Rpwi ∈ ：position
：attitude
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Problem Formulation (review)

•Information Graph
- Fixed : A topology of a graph 

does not change. 
- Balanced

: In-degree and out-degree 
are same. ...(As1)

•Neighbor : 
Agents connected with agent 
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Problem Formulation (review)

- Pose Synchronization in SE(3)
: Make all of the agent poses (position /attitude) be the same. 

jiIyy jit
,)(lim 4

1 ∀=−

∞→

•Control Objective

*I assume that world frame and camera frame are the same. 
That is ∑∑ ≡

cw ...(As2)
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Analysis (review)
i

(2)

(3)
(1)

=0

Structure of Agent    with Visual Observer ( Bird’s eye camera)
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Analysis (review)

•Input to EsRRBM
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Visual Observer [4]
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Analysis (review)

•Estimation error         is asymptotically stable with input (2)
when               . 0=b
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Analysis (review)

•Velocity Input
Pose Synchronization [1]
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Analysis (review)
i

(2)

(3)
(1)

=0

Structure of Agent    with Visual Observer ( Bird’s eye camera)
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Analysis (review)

•Velocity Input
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Proposal of Inputs
•Input to EsRRBM
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Analysis (review)

Analysis of Position Synchronization

∑
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Define the energy function as follows. 

By differentiating this energy function, we can prove that 
position synchronization is achieved. Q.E.D

Observer Position Synchronization

Input (2), (3) achieve position synchronization under the assumptions 
As1, As2 if the condition                                       is satisfied. 0)()( 3 ≥⊗−⊗ ILIK nev

Proof : 

Analysis of Attitude Synchronization
•I have not be able to prove attitude synchronization yet. 
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Simulation (review)

Simulation Results :  65 IKe ×=
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Simulation (review)
Simulation Results :  63 IKe ×=
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Simulation (review)
Simulation Results

66 55.33 IIKe ×<×=
- Output synchronization is achied when
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•Simulation Results
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Experiment
Experiment
• Experimental system schematic

- HALCON, SIMULINK, DS1104

- Experiment is performed on 2-Dimension plane
- Vehicle (Mini-z), RF Transmitter, Camera
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Experiment
Experiment
• Problem formulation

- graph : balanced graph

- initial states
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Experiment
Experiment
• Results
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Experiment
Experiment
• Results

orientation X-Y position

Pose(position and attitude) synchronization is achieved. 
*Note : for collision avoidance, I assume that position synchronization is 
achieved when distances between each vehicle become less than 20cm. 
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Problem Formulation

•Agents’ Kinematics
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Problem Formulation
•Information Graph

- Fixed : A topology of a graph 
does not change. 

- Cyclic : a graph that consists of a 
single cycle. 

(very strong restriction)
...(As3) cyclic graph

- Pose Synchronization in SE(3)
: Make all of the agent poses (position /attitude) be the same. 

jiIyy jit
,)(lim 4

1 ∀=−

∞→

•Control Objective
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Analysis
iStructure of Agent    with Visual Observer ( Mounted camera)
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Analysis

•Input to EsRRBM
eijeeij eKu = ...(4)
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Proposal of Inputs
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Analysis
Analysis of Position Synchronization

Input (4), (5) achieve position synchronization under the assumption 
As3, As4 if the condition                                       is satisfied. 0)()( 3 ≥⊗−⊗ ILIK nev

•Assumption
- Visual observer can estimate relative positions and attitudes of 
neighbor agents wherever they are. ...(As4 )

impossible assumption
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Define the energy function as follows. 

By differentiating this energy function, we can prove that 
position synchronization is achieved. Q.E.D

Observer Position Synchronization

Proof : 

•Proposition
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Analysis
Analysis of Position Synchronization

Analysis of Attitude Synchronization
•I have not be able to prove attitude synchronization yet. 

As4 is not proper assumption :

short
i
ij dz >

i

•New Assumption

approch the neighbors whom agent     can see

I have to investigate if the position (quasi-)synchronization 
is achieved under this assumption.

a camera cannot see  targets which 
are too near nor behind it . 

i
ijz : distance in the direction 

of   the optical axis

iNi- Agent     can sense its neighbors       those satisfy           .
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Simulation towards Experiments

short
i
ij dzji >∈ if),( E

•Assumption
- switching topology

* Note : Following simulation is not a simulation for the foregoing 
theory but for the preparation for experiments in terms of that 
it considers only one camera on each agent (s.t. they can see 
only forward). 
However if we consider two camera on each agent, they can see both 
forward and backward. This is almost the same situation with foregoing 
theory. 

can detect others

cannot detect others shortd

- each agent knows initial 
relative configurations with 
other agents approximately. 
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Simulation towards Experiments

short
i
ij dzji >∈ if),( E

•Assumption
- switching topology

position

attitude

- In some case, 
pose (quasi-)synchronization
is achieved. 
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Simulation towards Experiments

- Agent0 cannot detect any 
other agents so it does not move. 
(a kind of leader following)

switching of topology 

- If there are more than 2 agents 
that cannot detect any other 
agents, synchronization is not 
achieved. 

I want to prevent this situation in experiments. 
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Simulation towards Experiments

To prevent such a situation ...

- limit the initial configuration
( line-configuration, center-directed configuration, ...)

- By mounting the another camera to each agent to see backward, 
they come to be able to detect all other agents. 

the easiest experiment is ...

Leader following with line-configuration

- I’ll do this experiment ASAP. 
After that, I’ll try to modify the 
theory of mounted camera 
configuration. 
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Conclusion / Future Works
Conclusion

• Bird’s view camera configuration
- Review of the previous seminar (FL07_27_2)
- Experiments 

• Mounted camera configuration
- analysis of position synchronization
- some simulations towards experiments

Future Works
• I’ll modify experimental systems (camera, image board and etc). 

• I’ll do experiments of mounted camera configuration ASAP. 

• I’ll make theories of mounted camera configuration. 
40
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Appendix

FL07_16_2

*Note : Notation is different in some part. 
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Visual Feedback Observer -Outline-
Outline

Relative Rigid Body Motion
Camera Model
Estimated Relative Rigid Body Motion
Estimation Error System
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Visual Feedback Observer -RRBM-

Relative Rigid Body Motion
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Visual Feedback Observer -RRBM-
Relative Rigid Body Motion
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Visual Feedback Observer -Camera Model-
Camera Model

3Rpoi ∈ :position vector of the i-th 
feature point relative to∑o

3Rpci ∈ :position vector of the i-th 
feature point relative to∑c
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:input to EsRRBM
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:estimation errorcoco

eeee

gg

epg ee

1

ˆ ),(
−=

= ζ

cocoee eee ζζζ ˆˆˆ −=

)(ˆ
cocoee ppep co −= −ζ

[ ]TT
R

T
eee

eeeepe )( ζ̂= :estimation error vector

eco egJff )(=− :estimation error of feature point

[ ]Tco
T
mco

T
co gJgJgJ )()()( 1 L=

[ ]oi

ci

ci

ci

ci

ci

ci
coi pIe

z
y

z

z
x

zgJ co ˆ
0

0
)( ˆ

2

2

−

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

−

−
= ζ

λλ

λλ

:image jacobian

∨−−= )(
2
1)( ˆˆˆ

ababab eeeeR
ζζζ*

48
Fujita LaboratoryTokyo Institute of Technology

Tokyo Institute of Technology

Visual Feedback Observer -EES
Estimation Error System

)()( ffgJe coe −= +

*take 3 or more feature points so that                be column full rank)( cogJ
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:estimation error motion model

Passivity of the Estimation Error System
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Passivity of the Estimation Error System

integrating           from 0 to T, we obtain
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Estimation Error System

KeKe

•Estimation error is asymptotically stable if               .
•Estimation error is L2-gain stable if                                                  .   
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